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A STUDY OF THE PERCEPTION AND ATTITUDE
OF UNIVERSITY STUDENTS TOWARDS CHATBOTS BASED
ON ARTIFICIAL INTELLIGENCE

In recent years, chatbots with artificial intelligence have been actively spreading to various spheres
of life, including education. In this regard, there is an increasing number of studies examining the po-
tential advantages and disadvantages of using chatbots, as well as the possible consequences of these
innovations. Given the active dissemination of these tools in the learning process, it becomes necessary
to determine how students perceive and relate to them. This paper is devoted to comparing the atti-
tude of students before and after the purposeful integration of artificial intelligence into the educational
process. 110 students from Kazakhstan universities participated in the experimental study. The results
showed that the majority of students demonstrate a positive attitude towards chatbots and show inter-
est in using them. However, after the experiment, there was a statistically significant difference in the
students’ opinions. This suggests that students’ beliefs about artificial intelligence and its capabilities
are in the formative stages. Direct experience of interacting with this technology can have an impact on
attitudes towards it. The results of the study make it possible to expand the understanding of students’
attitude to artificial intelligence and may be useful in developing rules for its effective integration into
the educational process.

Keywords: artificial intelligence, chatbots, students, attitude to artificial intelligence, trust.
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JKorapbl OKY OpbIHAAPbI CTYAEHTTEPiHiH, XKaCaHAbI MHTEAAEKT Heri3iHAeri
yar-60TTapFa KabbinAaybl MeH KaTbIHACbIH 3epTTey

COHFbl >KbIAAAPbI XKACAHAbI MHTEAAEKT 4aTOOTTapbiHbIH OMIpAiIH 8PTYPAI CarasapbliHa, COHbIH
iwiHAe 6GinimMre GeaceHai Tapaaybl Gaiikasabl. OcbiFaH 6GalAaHbICTbl 4aT6OTTapAbl KOAAQHYAbIH,
bIKTUMaA apTbIKLWbIAbIKTapbl MeEH KEeMLUIAIKTEPiIH, COHAaM-aK, OCbl WMHHOBALMSAAPAbIH  bIKTMMaA
CaAAApPbIH 3ePTTENTIH 3epTTeyAep CaHbl apThin KeAeai. OCbl KypaAAapAblH, OKY MpoueciHe GeACEHA]
TapaAyblH ecKkepe OTbIpbiM, CTYAEHTTEPAIH OAapAbl KaAal KabObIAAAMTbIHBIH XOHe oAapFa KaAan
KapanTbIHbIH aHbIKTay KaXXeTTIAIri TybIHAQMAbI. BYA XXYMBIC CTYAEHTTEPAIH OKY npoLeciHe >KacaHAbI
MHTEAAEKTTIH MaKCaTTbl MHTErpaumscCbiHa AEMIHIi )KoHe KeMiHri KaTbIHACTapbIH CAAbICTbIPYFa apHaAFaH.
DKCMepUMEHTTIK 3epTTeyre Kas3akCTaHAbIK, >KOFapbl OKY OpblHAAPbIHbIH, 110 CTyAeHTi KaTbICTbl.
HaTuxeAep CTYAEHTTEPAIH KemwiAiri yatboTTapra OH Ke3KapacrneH KapanTbiHbIH XX8HE OAapAbl
naAaAaHyFa KbI3bIFYLIbIABIK TaHbITATbIHbIH KOPCETTi. AAaiiAd 3KCMEPUMEHT XXYPri3iAreHHeH KeWiH
CTYAEHTTEPAIH MiKipiHAE CTaTMCTUMKAABIK, MaHbI3Abl aibipMaLLbIAbIK, GarKaAAbl. BYyA CTyAeHTTepAiH
»KacaHAbl MHTEAAEKT >K8He OHbIH MYMKIHAIKTEPI TypaAbl CEHIMAEpi KaAbINTacy CaTblCblHAQ €KeHiH
kepceTeai. OCbl TEXHOAOTMSIMEH ©3apa SPEKETTECYAIH TikeAen Taxipnbeci oFaH AereH Ke3kapacka
acep eTyi MyMKiH. 3epTTey HaTMXKeAepi CTYAEHTTEPAIH >KacaHAbl MHTEAAEKTKE AereH Ke3KapacblH
KEHenTyre MYMKIHAIK 6epeai >kaHe OHbl OKy mpoLeciHe Tuimai GipiKTipy epexkeaepiH a3ipaeyae
nanAaAbl 6OAYbl MYMKIH.

TyiiH ce3aep: >XacaHAbl MHTEAAEKT, 4aTbOTTap, CTYAEHTTEpP, >KaCaHAbl MHTEAAEKTKE AereH
Ke3Kapac, CeHiM.
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MCC/\EAOBaHMe BOCNPUATHUA U OTHOLLEHUSI CTYA€HTOB BbICLLMX y‘leﬁHle 3aBeAEHMﬁ
K 4yaTt-60Tam Ha ocHOBe UCKYCCTBEHHOIo UHTEAAEKTa

B nocaeaHwe roabl HAGAIOAQETCS aKTUBHOE PACrpPOCTPaHEHUE YaT-60TOB C MCKYCCTBEHHbBIM MHTEA-
AEKTOM B pasAuyHble chepbl KM3HM, BKAIOYas obpa3oBaHue. B cBsi3u ¢ 3TMM Bo3pacTaeT KOAMYECTBO
MCCAEAOBaHWI, B KOTOPbIX M3Y4alOTCS MOTEHLUMAAbHbIE MPENMYLLIECTBA M HEAOCTATKM NMPUMEHEHNS YaT-
60TOB, a TaKk>Ke BO3MOXHbIE MOCAEACTBUS AQHHbIX HOBOBBEAEHWI. YUMTbiBasi akTMBHOE pacnpocTpa-
HeHWe AQHHbIX MHCTPYMEHTOB B MnpoLiecc obyyeHus, BO3HMKAeT HEOOXOAMMOCTb OMPeAEAeHUs TOro,
KaK CTYAEHTbI BOCMIPUHUMAIOT U OTHOCATCS K HUM. AaHHasi paboTa MocBsilieHa CPaBHEHMIO OTHOLLEHMS
CTYAEHTOB AO M MOCAE LIeAEHANPABAEHHOM MHTErPaLMM UCKYCCTBEHHOTO MHTEAAEKTA B YUe6HbIN Npo-
uecc. B akcneprmeHTaAbHOM McCAeAOBaHMM NMPUHAAM yyacTre 110 CTyAEHTOB Ka3axCTAHCKMX BY30B.
Pe3yAbTaTbl MokasaAu, YTo GOABLUMHCTBO CTYAEHTOB AEMOHCTPMPYET MOAOXKMTEABHOE OTHOLLEHME K
YyaT-60Tam 1 NMPOSIBASIOT MHTEPEC K MX UCMOAb30BaHMI0. OAHAKO MOCAE MPOBEAEHUS IKCMEPUMEHTA Ha-
OAI0AAAACH CTATUCTUYECKM 3HAUMMAsH Pa3HMLLA B MHEHMSX CTYAEHTOB. DTO FOBOPUT O TOM, YTO y6ex-
AEHUSI CTYAEHTOB 00 MCKYCCTBEHHOM MHTEAAEKTE M €ro BO3MOXKHOCTSIX HaxOASITCS Ha cTaauu gop-
MMPOBaHMS. HenocpeACTBEHHDIN OMbIT B3aMMOAENCTBUS C AQHHOM TEXHOAOTME MOXKET OKa3blBaTb
BAMSIHWME HA OTHOLLUEHWE K Hel. PesyAbTaTbl MCCAEAOBAHMS MO3BOASIIOT PACLUIMPUTL NpeACTaBAeHME 06
OTHOLLEHUM CTYAEHTOB K MCKYCCTBEHHOMY MHTEAAEKTY M MOTYT BbITh MOAE3HbI NPU paspaboTke NpaBua
3hheKTUBHOM MHTErpaLmm ero B yuebHbIn npoLecc.

KAroueBble croBa: VlCKyCCTBeHHbIlZ MHTEAAEKT, LIaT-6OTbI/ CTYAEHTbl, OTHOWEeHNe K MCKYCCTBEHHO-

My MHTEAAEKTY, AOBepUe.

Introduction

Modern artificial intelligence technologies are
entering many areas of human activity, changing
the process of data processing, decision-making,
creating new opportunities and prospects in vari-
ous industries, including education. Chatbots are
an artificial intelligence-based program that is ca-
pable of simulating communication with humans.
(Chen et al., 2024). These programs can work on
websites, mobile applications, and messengers.
Using machine learning and improving natural
language processing allows them to understand
context, analyze data, and provide meaningful re-
sponses to user queries (de Saint Laurent, 2018).
This makes interaction with chatbots more natu-
ral and productive. Most studies focus on the ca-
pabilities and limitations of artificial intelligence
(Rashidov et al., 2024; Awad and Oueida, 2024;
Rajput, 2025), while the subjective positions and
attitudes of users do not receive sufficient research
attention. This is especially important in the field
of education, since it is the attitude of users, their
trust, perception of benefits and risks that deter-
mine their learning motivation and willingness to
implement artificial intelligence tools in the learn-
ing process. If students are negative and skeptical

about such innovations, it will make it difficult for
them to integrate into the learning process. At the
same time, excessive trust in artificial intelligence
can negatively affect their ability to independent-
ly solve learning tasks and critically evaluate the
information they receive. Moreover, researchers
claim that there is a risk of becoming addicted to
chatbots (Bouteraa, 2024; Ciudad Fernandez et al.,
2025; Huang et al., 2025).

Since artificial intelligence is a relatively new
phenomenon in educational practice, the number of
reliable and valid questionnaires to determine stu-
dents’ attitudes remains limited. The existing ques-
tionnaires are designed exclusively for students of
certain specialties. There is also no data on whether
they take into account cultural and national pecu-
liarities.

Thus, the relevance of research on this topic is
due to the rapid spread of chatbots in the educational
process and the lack of empirical data on students’
attitudes to this technology, their expectations and
interaction experience. This study aims to fill this
knowledge gap. The purpose of the article is to de-
termine how Kazakhstan students relate to chatbots
and whether attitudes and perceptions towards this
technology may change after its purposeful use in
educational activities.
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The results obtained make it possible to expand
the understanding of attitudes, the degree of trust
and concerns of students towards these technolo-
gies. This, in turn, can become the main reason for
the thoughtful integration of artificial intelligence
into the educational process.

Literature review

Artificial intelligence is a branch of computer
science that aims to create programs capable of
performing tasks that require human intelligence.
Such tasks include reasoning, decision-making, and
learning (Holyoak, 2024). Today, artificial intelli-
gence is a rapidly developing interdisciplinary field
of knowledge that is not limited to computer science
alone.

One of the most common types of this tech-
nology is generative artificial intelligence. It learns
from existing data and can create new content,
such as text, image, or video (Salah et al., 2024).
Chatbots are the most common tool of generative
artificial intelligence. It is chatbots such as Chat-
GPT that are actively used by students in the learn-
ing process. Therefore, the introduction of such
artificial intelligence tools into the educational
process is becoming an urgent subject of scientific
research. Chatbots, being interactive communica-
tion systems, allow you to get a detailed answer to
the question in a short time (Labadze et al., 2023).
The convenience and ease of use of these chatbots
makes them universal assistants in an educational
environment.

Many scientists note that these technologies
open up new opportunities for students, improving
the quality of education (Sok, 2023; Atlas, 2023).
For example, 1. Dekker (2020) suggests that the in-
troduction of chatbots can help students overcome
the difficulties they face when moving to higher
education, as well as improve their academic per-
formance and reduce the risk of psychological prob-
lems.

H. Margono, M. Saud, M. Falahat (2024) argue
that chatbots help in finding the relevant educational
information, generate the necessary explanations
and provide information based on user preferences,
which helps to personalize learning and take into ac-
count the individual educational needs of each stu-
dent.

According to N. Baizhanov (2024), the ability
of artificial intelligence to process extensive data-
bases in real time contributes to a more accurate
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analysis and determination of the level of knowl-
edge and skills of students, as well as their learning
style, motivation level and emotional state charac-
teristics. Another evaluation opportunity may be the
addition of interactive tasks to the artificial intelli-
gence algorithm that require communication skills
and creativity.

Artificial intelligence can automate some routine
tasks, freeing up teachers’ time for more interaction
with students (Navarro et al., 2023). Moreover, the
instant feedback received from artificial intelligence
helps in the early detection of students’ academic
difficulties (Fernandez-Prados, et al., 2025). This,
in turn, allows for early intervention to eliminate
these difficulties and improve the effectiveness of
the learning process.

At the same time, other researchers claim that
the use of chatbots can cause certain problems, such
as privacy risks and ethical issues (Chukwuere,
2023; Lund and Wang, 2023), limited creativity and
originality of responses generated by artificial intel-
ligence (Dwivedi et al., 2023), biased responses or
results (Halaweh, 2023; Lund et al., 2023). The use
of chatbots in education also raises concerns about
academic dishonesty (Lo, 2023; Firat, 2023; Zhang
and Tur, 2023).

Despite such an ambiguous assessment of the
consequences of integrating artificial intelligence
into the educational process, there is a steady in-
crease in the number of students who use chatbots
to solve educational tasks. According to data for
2025, more than half of Italian students (Univer-
sity of Udine) use ChatGPT, while 40.9% of them
use it to solve learning tasks (Farinosi and Mel-
chior, 2025). More than 70% of Chinese students
(Baise University) actively use generative artificial
intelligence (Xiao et al., 2025). More than 88% of
students at a private university in Bahrain use ar-
tificial intelligence in their studies (Alalawi et al.,
2025). At the same time, the question remains how
students evaluate the possibilities and limitations
of this technology. M. Gerlich (2023) conducted
a comprehensive study involving 1,389 scientists
from Germany, the United States, Switzerland, and
the United Kingdom. The relationship between us-
ers’ opinions about artificial intelligence and factors
such as reliability, possible risks, and the degree of
acceptance was revealed. Those people who view
artificial intelligence as a threat tend to negatively
evaluate its results. At the same time, those people
who are optimistic about these technologies empha-
size their potential.
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In a review of 24 empirical articles conducted
by O.M. Schei, A. Moagelvang and K. Ludvigsen,
(2024), it was revealed that students perceive chat-
bots as useful personal assistants. They find instant
feedback and help in writing texts especially useful.
At the same time, students express concern about
the accuracy of chatbot responses and the confiden-
tiality of their data (Phua et al., 2025; Bouziane et
al., 2025). Moreover, providing distorted or incor-
rect information negatively affects students’ desire
to further use artificial intelligence in the learning
process (Sustaningrum et al., 2025).

M. Zou and L. Huang (2023) revealed a posi-
tive attitude towards the use of ChatGPT among
doctoral students in the process of writing certain
assignments and papers. At the same time, impor-
tant predictors are the attitude of doctoral students
towards the chatbot, perceived usefulness and per-
ceived ease of use. J.M. Golding, A. Lippert, J.S.
Neuschatz, I. Salomon, K. Burke (2024), after
conducting a survey among college students in the
United States, concluded that students are familiar
with chatbots and are most likely to use them in the
learning process, most often when performing writ-
ten assignments.

However, the context of the countries in which
such surveys were conducted should be taken into
account. This may limit the generalization of the re-
sults of students’ perception and attitudes in other
cultural and educational environments. D. Ma, H.
Akram and [.H. Chen (2024) revealed cultural dif-
ferences in students’ perception of artificial intel-
ligence. Comparing the opinions of Chinese and
international students, they concluded that interna-
tional students are more open to new technologies
and use artificial intelligence in their studies (78%)
compared to Chinese students (53%). This study
proves that the results obtained among representa-
tives of one culture cannot be transferred to students
of other cultures.

Some studies are devoted to the study of fac-
tors that increase students’ trust in chatbots. Such
factors include features of anthropomorphism and
novelty of design (Polyportis and Pahos, 2024),
perception of the value of a chatbot (Al-Abdullatif,
2023), students’ awareness of the advantages of
using them, the usefulness of chatbots, as well as
the opportunity to try them out (Ayanwale et al.,
2024), ease of use and interest (Acosta-Enriquez
et al., 2024). According to N. Bora, S. Thokan
(2023), extrinsic motivation is an important factor
influencing students’ interaction with these tools.

Chatbots are used by students to improve academic
performance, which leads to a reduction in aca-
demic anxiety. In addition, it was found that stu-
dents positively evaluate the feedback provided by
chatbots (Otto et al., 2024). This suggests that these
technologies are perceived by students as a useful
tool for supporting the learning process and receiv-
ing timely recommendations to improve learning
outcomes. The opportunity to provide such feed-
back is especially important for those students
who feel uncomfortable receiving comments. The
neutral and objective recommendations of chatbots
allow students to calmly accept comments, adjust
their activities and their results.

Thus, the use of chatbots in the field of educa-
tion is a promising area of research that can offer a
large number of opportunities for both teachers and
students. However, the introduction of this technol-
ogy into the educational process requires a careful
approach and the study of many aspects. Research
is required that includes self-report data and objec-
tive indicators (for example, test data or student
performance indicators). This will allow for more
objective results and a deeper understanding of how
students interact and perceive chatbots.

Materials and methods

To achieve this research goal, a questionnaire
was compiled, which was filled out by students
twice: at the beginning and end of the semester.
The questionnaire was developed based on a Scale
of General Attitudes towards artificial intelligence
(GAAIS) (Schepman and Rodway, 2023). This
scale was developed by researchers from the Unit-
ed Kingdom. It allows you to identify common
attitudes towards artificial intelligence. The ques-
tionnaire contains 20 statements, which are divided
into 2 subscales. 12 statements contain positive at-
titudes towards artificial intelligence; § statements
contain negative attitudes and concerns. Respon-
dents need to read each statement and rate it on a
scale of 1 (absolutely disagree) up to 5 (absolutely
agree). For each subscale (Positive GAAIS and
Negative GAAIS), the average value is calculated.
A higher score on any of the subscales indicates a
more positive attitude towards Al due to reverse-
scoring.

The choice of this scale was determined by its
proven reliability and validity (Cronbach’s alpha
coefficient for the positive scale a = 0.88; for the
negative scale o = 0.82). Before collecting the data,
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the questionnaire was reviewed by two independent
experts in the field of educational psychology for
the reliability of the content.

The questionnaire addressed questions about
trust in chatbots, opinions about academic integrity,
the expected impact on the quality of learning and
cognitive processes, as well as the intention to use
artificial intelligence tools in the future. The ques-
tionnaire questions were evaluated on a five-point
Likert scale ranging from 1 (absolutely agree) up to
5 (absolutely disagree).

The study was conducted among 110 students
of Kazakhstan universities. Participation in the ex-
periment was completely voluntary. Before starting
the study, the students were informed of its purpose
and filled out an informed consent form. During the
semester, chatbots based on artificial intelligence
were integrated into the educational process within
the framework of the Psychology discipline. Stu-
dents were asked to answer questions from practical
classes using chatbots. At the lessons utilized vari-
ous chatbots, including ChatGPT, Microsoft Copi-
lot, Gemini, ChatInfo, and Perplexity. These tools
were chosen due to their wide popularity and acces-
sibility. After the students had prepared the answers
using chatbots, a joint discussion was held. During
this discussion, the students compared the answers
they received, analyzed their accuracy and reliabil-
ity, shared their experiences and drew independent
conclusions.

A comparison of the survey results before and
after the experiment made it possible to determine
how students’ attitudes towards this technology
change during their purposeful use to solve educa-
tional problems.

The data obtained was analyzed using IBM
SPSS Statistics 30.0.

Results and discussion

The results of an empirical study showed that
before the experiment began, students had vary-
ing levels of trust in the chatbots’ responses: only
16.3% of respondents fully trusted the chatbot re-
sponses, while 40% were undecided. Meanwhile,
43.5% either disagreed or strongly disagreed. This
indicates a cautious attitude toward chatbot use. The
data obtained confirm the concerns about the accu-
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racy of chatbot responses identified by O.M. Schei,
A. Mogelvang and K. Ludvigsen (2024).

Regarding the academic fairness of using chat-
bots in the learning process, 40% of students were
undecided, while another 40% agreed or strongly
agreed that such use was academically honest. At
the same time, 20% disagreed with this statement,
pointing to certain ethical concerns. These results
may indicate that students either do not perceive the
use of artificial intelligence as a violation of aca-
demic integrity, or do not have a clear understand-
ing of the boundaries of academic integrity.

Regarding the impact on the quality of knowl-
edge, the majority of students (72.7%) agreed that
using chatbots positively affect the learning process
by improving access to information and comprehen-
sion. Only 5.4% expressed disagreement, and 21.8%
were undecided. The results obtained are consistent
with the students’ perceptions of the positive impact
of artificial intelligence on their academic perfor-
mance identified by G. Tovmasyan (2025). These
results also confirm the conclusions of R. Sustanin-
grum and M. Haldaka (2025) that students consider
artificial intelligence tools to be “very useful” for
solving academic problems.

The impact on cognitive processes: while 32.6%
disagreed, 29% of students believed that chatbots
could positively influence cognitive processes.
Another 38.2% were undecided. Such results may
be due to the fact that students had not previously
thought about this aspect. For many students, this
question is not obvious, and they do not think about
the relationship between their cognitive develop-
ment and the use of artificial intelligence technolo-
gies.

Regarding the intention to use chatbots in the
future, 92.6% of students agreed or strongly agreed,
and no students disagreed. Only 7.3% were undecid-
ed. This indicates a high initial readiness for contin-
ued use of chatbots. These results indicate a positive
attitude of the students, their interest in this technol-
ogy and their high initial willingness to continue us-
ing chatbots. This trend coincides with the conclu-
sions about the positive attitudes of students made
by M. Zou and L. Huang (2023) and J.M. Golding,
A. Lippert, J.S. Neuschatz, I. Salomon, K. Burke
(2024). The results of the survey before and after
the experiment are visually presented in Figure 1.
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Distribution of Student Attitudes Toward Al Chatbots (Pre and Post)

| completely trust the answers of Al chatbots and do not double-check them
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Figure — Pre- and post-experiment questionnaire results on students’ perceptions
and attitudes regarding chatbots use in education
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Figure 1 shows that the students’ opinion
changed after the end of the experiment. After con-
scious interaction with chatbots, students began
to be more critical of the responses they received.
There is a decrease in the number of students who
fully trusted the chatbot responses and did not dou-
ble-check them.

On the second question, there is an increase in
the number of students who agree that using chatbots
in the course of completing academic assignments
is academically fair. Such results may be related to
the fact that students received specific instructions
during the experiment on how to rationally and con-
sciously use this technology in the learning process.
At the same time, there is a decrease in the number
of students who agree that the use of chatbots has
a positive effect on the quality of their knowledge.
The increase in the number of neutral and dissent-
ing responses reflects a decrease in students’ initial
optimistic expectations. Perhaps this is due to the
critical reflection of the answers received during the
joint discussions.

There is an uncertain dynamic regarding the
impact of chatbots on cognitive development. At
the same time, there are still a large number of stu-
dents who responded neutrally. This may be due to
the fact that students are not aware of or have not
thought about this question, so they do not have a
clear opinion.

Also, after the experiment, a noticeable de-
crease in the intention to use chatbots in the future
was revealed. However, there are no answers about
the complete abandonment of this technology. But
the number of students who gave a neutral answer
has increased. In other words, students have be-
come less unambiguously confident in their posi-
tion.

Statistical analysis was conducted to compare
responses before and after the experiment. Assess-
ment of the normality of the distribution using the
Kolmogorov-Smirnov test showed that the data
significantly deviated from a normal distribution
(p < 0.05 for most items). Therefore, the Wilcoxon
signed-rank test was applied. The analysis revealed
statistically significant changes in two out of the
five questionnaire items. Students’ belief in the
positive impact of artificial intelligence on the qual-
ity of acquired knowledge significantly decreased
(Z = —2.760, p=0.006). This indicates a more crit-
ical perspective among students after the experiment
regarding the role of artificial intelligence in learn-
ing. A significant decrease was also observed in the
intention to use chatbots in the future (Z = —3.087,
p = 0.002). For the remaining questions, such as
trust in chatbot responses (p = 0.350), academic
fairness (p = 0.095), and the impact on cognitive
processes (p = 0.376), no statistically significant dif-
ferences were found (see Table 1).

Table — Results of the comparison of questionnaire responses before and after the experiment (Wilcoxon Signed-Rank Test)

Ne Question Wilcoxon Z p-value

| I completely trust the answers of Al chatbots and do not double-check -0.935 0.350
them
I consider it academically fair to use chatbots to complete study

2 . -1.669 0.095
assignments (for example, essays, tests, essays)
I think that the use of chatbots has a positive effect on the quality of

3 knowledge gained, as chatbots help to better search for and assimilate -2.760 0.006
information
I think that frequent use of chatbots can contribute to the development

4 of cognitive processes (for example, increase the level of attention, -0.885 0.376
thinking, and memory capacity)

5 I intend to use Al chatbots in the future -3.087 0.002
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The survey results showed that although stu-
dents were generally open to using artificial intelli-
gence tools, especially in terms of practical benefits,
many expressed doubts about the credibility of the
answers, academic fairness, and the potential im-
pact on cognitive processes. At the same time, many
students chose the “Undecided” option on several
issues. This pattern indicates some uncertainty or
ambivalence in their attitude towards artificial intel-
ligence tools in the learning process. Such fluctua-
tions may be caused by a lack of a clear understand-
ing of the capabilities and limitations of chatbots or
insufficient experience in using them.

After the introduction of chatbots in the class-
room, there is a decrease in the number of students
who are convinced of the positive impact of the ac-
quired knowledge and intend to use it in the future.
This indicates that students are still in the process
of forming attitudes towards this technology. There-
fore, it is important to develop guidelines or train
them to use artificial intelligence responsibly and ef-
fectively in the learning process.

Conclusion

In the context of the rapid growth of the use
of chatbots with artificial intelligence, the number
of psychological studies devoted to the study of
various features of the integration of this technol-
ogy into the educational process is increasing. This
study was aimed at studying the attitude of Kazakh-
stan students to artificial intelligence, taking into ac-
count cultural and educational characteristics. As a
result of the survey, it was revealed that students,
in general, have a positive attitude towards the use
of chatbots in educational activities. The results ob-
tained are consistent with surveys conducted among
students from other countries (Gherhes and Obrad,
2018; Zou and Huang, 2023; Garcia et al., 2024;
Golding et al., 2024; Phua et al., 2025). A com-
parison of responses before and after the integration
of chatbots showed statistically significant differ-

ences in students’ opinions. After the experiment,
there was a decrease in the number of students who
were convinced of the positive impact of chatbots
on the quality of education. In addition, there was a
decrease in the number of students who clearly in-
tend to use artificial intelligence in the future. These
changes may be related to the fact that the positive
attitude of students towards chatbots before the ex-
periment was formed on the basis of expectations,
active popularization in the media and social net-
works. However, the conscious experience gained
during the experiment made it possible to critically
evaluate and independently verify the actual capa-
bilities of these tools.

It is important to mention the limitations of the
study. Only Ist year undergraduate students took
part in the experiment. This makes it difficult to
generalize the results to a wider sample. There-
fore, future research should be conducted with a
more expanded sample, including students from
different courses. It is also recommended to con-
duct a study with students from different regions
of Kazakhstan to gain a deeper understanding of
this issue. It is also recommended to study the at-
titude of people of different age groups to chatbots,
including schoolchildren, adults and the elderly.
This will allow you to form a holistic view of the
attitudes and beliefs of users. A promising area of
future research is the use of qualitative methods
that will deepen the identified knowledge and bet-
ter understand the subjective perception and expe-
rience of using chatbots.

Thus, the conducted research revealed a positive
attitude towards chatbots among students. At the
same time, these installations are only at the stage
of formation and may change. An important factor
in the formation of students’ attitudes towards arti-
ficial intelligence is the direct experience of its use.
This highlights the need for the rational integration
of these tools into the learning process, as well as
the development of rules and recommendations for
their informed application.
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